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Predicting Future Outcomes from Current Data

Given 50 observed patients, what is the probability of success at 100?

Interim Analysis
50 

observations 

Final Analysis
100 

observations

Example Trial
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predictive 
probability

conditional 
power

posterior 
probability

incorporates prior informationfrequentist calculation, no 
priors

incorporates prior 
informationAssumptions

currently observed datacurrently observed datacurrently observed dataInformation

predicts trial success based on 
a distribution of possible 
future treatment effects 

predicts trial success 
assuming a precise future 

treatment effect

summarizes current 
information + priorGoal

What do current data show?

Saville, Detry, & Viele 2023
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predictive 
probability

conditional 
power

posterior 
probability

incorporates prior informationtypically frequentist,
no priors

incorporates prior 
informationAssumptions

currently observed datacurrently observed datacurrently observed dataInformation

predicts trial success based on 
a distribution of possible 
future treatment effects 

predicts trial success 
assuming a single future 

treatment effect

summarizes current 
information + priorGoal

Given observed interim data, how likely is 
a win if all future data show an assumed 

treatment effect?

Saville, Detry, & Viele 2023
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predictive 
probability

conditional 
power

posterior 
probability

incorporates prior informationtypically frequentist,
no priors

incorporates prior 
informationAssumptions

currently observed datacurrently observed datacurrently observed dataInformation

predicts trial success based on 
a distribution of possible 
future treatment effects 

predicts trial success 
assuming a precise future 

treatment effect

summarizes current 
information + priorGoal

Given the observed data and distribution of 
treatment effects, how likely is a win?

Saville, Detry, & Viele 2023
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Computing Predictive Probabilities – Closed Form
centered at prior estimate Beta )

Bayesian Adaptive Methods for Clinical Trials. Berry et al. 2011
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Computing Predictive Probabilities – Closed Form
centered at prior estimate

ଵ Binomial ଵ )

Beta )

observed data at N = 50
25 wins, 25 failures

Bayesian Adaptive Methods for Clinical Trials. Berry et al. 2011
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Computing Predictive Probabilities – Closed Form
centered at prior estimate

posterior distribution

ଵ Binomial ଵ )

Beta )

ଵ ଵ Beta ଵ ଵ ଵ)

observed data at N = 50
25 wins, 25 failures

Bayesian Adaptive Methods for Clinical Trials. Berry et al. 2011
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Computing Predictive Probabilities – Closed Form
centered at prior estimate

posterior distribution

ଵ Binomial ଵ )

Beta )

ଵ ଵ Beta ଵ ଵ ଵ)

observed data at N = 50
25 wins, 25 failures

predictive distribution for 
next 𝒏𝟐 observations

Bayesian Adaptive Methods for Clinical Trials. Berry et al. 2011

ଶ ଵ x ଵ ଵ Beta-Binomial ଶ ଵ ଵ ଵ)

PP = 2.6%
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prior information
• clinical expertise
• previous studies
• purposefully diffuse

Calculating a Predictive Probability of Success:
Monte Carlo Integration
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prior information
• clinical expertise
• previous studies
• purposefully diffuse

Calculating a Predictive Probability of Success

interim observed 
data+
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prior information
• clinical expertise
• previous studies
• purposefully diffuse

Calculating a Predictive Probability of Success

interim observed 
data+ =

posterior distribution 
of the mean
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prior information
• clinical expertise
• previous studies
• purposefully diffuse

Calculating a Predictive Probability of Success

interim observed 
data+ =

posterior distribution 
of the mean

impute future data
sample from this posterior 
distribution to impute future data

Example imputed 
completed trial 

data
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prior information
• clinical expertise
• previous studies
• purposefully diffuse

Calculating a Predictive Probability of Success

interim observed 
data+ =

posterior distribution 
of the mean

impute future data
sample from this posterior 
distribution to impute future data

Did this imputed data 
set meet the success 

criterion?



15

prior information
• clinical expertise
• previous studies
• purposefully diffuse

Calculating a Predictive Probability of Success

interim observed 
data+ =

posterior distribution 
of the mean

Did the imputed data 
set meet the success 

criterion?
For each complete 
data set, run final 

analysis
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prior information
• clinical expertise
• previous studies
• purposefully diffuse

Calculating a Predictive Probability of Success

interim observed 
data+ =

posterior distribution 
of the mean

Did the imputed data 
set meet the success 

criterion?
For each complete 
data set, run final 

analysis

Predictive Probability of Success 

727 wins
1000 imputed trials =  72.7%



17

When would we need predictive probabilities?
• To choose a sample size at a prespecified interim analysis
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When would we need predictive probabilities?
• To identify subgroups benefiting most from a treatment
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When would we need predictive probabilities?
• To identify subgroups benefiting most from a treatment

https://www.fda.gov/news-events/press-announcements/fda-expands-treatment-window-use-clot-retrieval-devices-
certain-stroke-patients

Results led to an FDA expansion
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When would we want to use a predictive probability?
• To determine if additional data are likely to provide convincing evidence of 

a treatment effect. In other words, should the trial stop for futility?
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When would we want to use a predictive probability?
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When would we want to use a predictive probability?
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Computing Bayesian 
Predictive Probabilities
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• Mathematical formula to 
directly calculate 
predictive probability 

• Feasible when integral has 
closed form

• Very fast

• if no closed form, requires 
Monte Carlo integration

• Can become 
computationally 
restrictive

Analytical Calculation Monte Carlo integration

Computing Bayesian Predictive Probabilities
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Monte Carlo Integration for Bayesian 
Predictive Probabilities

1. Fit Bayesian model 

2. Impute future data & fit final 
analysis model

3. Summarize % meeting trial 
success

Clinical trial simulations for 
operating characteristics…

1. Fit Bayesian model – estimate posterior 
distributions of parameters for control and treated 
groups

2. Impute future data (remaining follow-up and/or 
additional patients) from each sample of the 
posteriors (e.g. 1000 imputed dataset)

3. On each imputed dataset, fit final analysis model

4. Summarize proportion of times you meet trial 
success

Repeat 
1000s of times 

per scenario

…
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Computing Bayesian Predictive Probabilities

• accurate

• simple and fast

Approximation 

• Mathematical formula to 
directly calculate 
predictive probability 

• Feasible when integral has 
closed form

• Very fast

• if no closed form, requires 
Monte Carlo integration

• Can become 
computationally 
restrictive

Analytical Calculation Monte Carlo integration
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Computing Bayesian Predictive Probabilities

• Will introduce an 
alternative method that is 
simple and fast to 
calculate

• Approximates the 
predictive probability 

Approximation 

• Mathematical formula to 
directly calculate 
predictive probability 

• Feasible when integral has 
closed form

• Very efficient

• In cases when integral 
does not have closed form 
(e.g. time to event),  
requires monte carlo
integration

• Can become 
computationally 
restrictive

Analytical Calculation Monte Carlo integration

fits easily into both frequentist and Bayesian designs 
without burdensome computation
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Predictive Probability Approximation



• 𝑛 patients enrolled
• 𝐼 Information
• 𝑝 associated p-value

Interim analysis

ே

• N patients enrolled
• 𝐼ே Information level
• 𝑝ே associated p-value

Final analysisPredictive probability 𝑃𝑃ே is probability null hypothesis is 
rejected if analysis performed at 𝑁 patients

Rewrite final test statistic as weighted sum of 𝑍 and 𝑍ேି 

𝑍ே 𝐼ே = 𝑍 𝐼 + 𝑍ேି 𝐼ே − 𝐼

Assume uninformative prior distribution 𝜃 ∝ 1 which yields 
posterior: 

𝜃| 𝑍 = 𝑧  ~ 𝑁 𝑧/ 𝐼, 1/𝐼

Results in predictive distribution for 𝑍ேି 

𝑍ேି | 𝑍 = 𝑧  ~  𝑁 𝑧

𝐼ே − 𝐼

𝐼
,
𝐼ே

𝐼
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Predictive Probability Approximation

Easy-to-use R functions at 
github.com/BerryConsultants/approximatePredictiveProbability

Requires only:
• p: interim p-value
• n:  information at interim 
• N: expected information at trial end
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Applying the Approximate Predictive Probability

Key Assumptions: 
• primary analysis test statistic ~ Normal
• known

𝑰𝐍 𝑰𝒏Example analysisEndpoint

Final sample sizeInterim sample sizeT-tests 
ANOVA/ANCOVAContinuous

Final sample sizeInterim sample sizez-tests
Chi-squared testsBinary

Events at finalEvents at interim
Log-rank test

Proportional hazards 
models

Time-to-event

Final sample sizeInterim sample sizeOrdinal regression
Wilcoxon rank-sum

Ordinal/
Non-parametric

Final exposureInterim exposure
Generalized linear 

regressions (e.g. Poisson 
regression)

Count data
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Example: Frequentist Binary Endpoint
• Primary Endpoint: Did a participant die by 90 days?

• Chi-square analysis

• Maximum Sample Size: 500
• Interim Goldilocks-style* sample size re-estimations:

• n = 300 randomized
• n = 400 randomized

• At each interim, the algorithm can:
• Stop trial enrollment for expected success at this sample size if
• Stop trial enrollment for futility if 𝟓𝟎𝟎 or
• Continue trial enrollment

*Broglio et al. 2014 Not Too Big, Not Too Small: A Goldilocks Approach To Sample Size Selection
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Interim 1: 300 Randomized

follow-up 
complete

events

follow-up 
complete

events

randomized randomized
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Interim 1: 300 Randomized

follow-up 
complete

events

follow-up 
complete

events

randomized randomized

met stopping criteria for 
expected success? no

met stopping criteria 
for futility? no
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Interim 2: 400 Randomized

follow-up 
complete

events

follow-up 
complete

events

randomized randomized
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Interim 2: 400 Randomized

follow-up 
complete

events

follow-up 
complete

events

randomized randomized

met criteria for futility? 
no

met criteria for expected success? 
yes
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Final Analysis

follow-up 
complete

events

follow-up 
complete

events

success
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Simulation Studies
• Interims at 60%, 80% information

• imputed predictive probabilities (iPP) vs approximate predictive probabilities (aPP)

• Do the iPP and aPP look similar? Make the same decisions?
𝑰𝐍 𝑰𝒏Example analysisEndpoint

Final sample sizeInterim sample sizeT-tests 
ANOVA/ANCOVAContinuous

Final sample sizeInterim sample sizeZ-tests
Chi-squared testsBinary

Events at finalEvents at interim
Log-rank test

Proportional hazards 
models

Time-to-event

Final sample sizeInterim sample sizeOrdinal regression
Wilcoxon rank-sumOrdinal/Non-parametric

Final exposureInterim exposure
Generalized linear 

regressions (e.g. Poisson 
regression)

Count data
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iPP vs aPP across endpoint types
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iPP vs aPP across endpoint types
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Summary
• Approximate predictive probability from interim z-scores
• Fits easily into both frequentist and Bayesian designs
• High similarity between imputed PP and approximate PP

• Though there are cases where they disagree (win ratio, analyses with 
hard-to-compute information)

• Fast: reduces computational burden
• especially during clinical trial simulations

Marion*, Lorenzi*, Allen-Savietta*, Viele, & Berry. Predictive Probabilities Made 
Simple: A Fast and Accurate Method for Clinical Trial Decision Making

under review, available on arXiv

GitHub.com/BerryConsultants/approximatePredictiveProbability
easy-to-use R functions


